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Abstract—Credit risk estimation and the risk evaluation of credit portfolios are crucial to financial institutions which provide loans to businesses and individuals. Non-performing loan (NPL) is a loan type in which the customer has a delinquency, because they have not made the scheduled payments for a time period. NPL prediction has been widely studied in both finance and data science. In addition, most banks and financial institutions are empowering their business models with the advancements of machine learning algorithms and analytical big data technologies. In this paper, we studied on several machine learning algorithms to solve this problem and we propose a comparative study of some of the mostly used non performing loan models on a customer portfolio dataset in a private bank in Turkey. We also deal with a class imbalance problem using class weights. A dataset, composed by 181,276 samples, has been used to perform the analysis considering different performance metrics (i.e. Precision, Recall, F1 Score, Imbalance Accuracy (IAM), Specificity). In addition to these, we evaluated the performance of the algorithms and compared the obtained results. Also, we studied on explainability of the benchmarked techniques with several eXplainable Artificial Intelligence tools. According to these performance metrics, LightGBM gave the best results among the logistic regression, support vector machines, random forest classifier, bagging classifier, XGBoost and LSTM for the dataset.

Index Terms—Non performing loans, non performing loan prediction, big data, machine learning, supervised learning, explainable artificial intelligence.

I. INTRODUCTION

A Non-performing loan (NPL) is a loan type in which the customer is in delay; because they have not made the scheduled payments for a clearly defined time period. Although the exact points of default situation may vary depending on the particular loan’s terms, "no payment" is usually described as zero payments of either interest or principal. The specified period also varies according to industry and loan type. Mostly, this period is 90 or 180 days. In the banking industry, if the borrower does not pay interest or principal within 90 days, a commercial loan is considered as non performing [1].

Non performing loans can be the consequence of financial misfortune, however it is not just an indicator of a borrower's inability to pay [2]. In addition, the uncertain debt makes it harder to make investment and get new funding. On the side of the lender, the ratio of NPLs to total credits is related to the quality of bank assets and reflects the risk that the underlying cash flows from loans [3]. If the loan is non performing, the probability that the borrower will repay it in full are considerably lower. As of 2020, there are approximately one trillion euros worth of non performing loans in Eurozone banks. According to the IMF Euro Area Policies, NPLs have reached 1 trillion euros in July 2015 [4].

Fig. 1 shows the ratio of bad loans in Turkey from 2014 to 2019. As can be seen from the table, the rate of non performing loans has been increasing over the years. To maintain the profitability and sustainability for the bank, it is very important that such loans can be determined in advance. According to Banking Regulation and Supervision Agency (BDDK), the gross amount of NPLs in Turkey is around 152 billion TRY, more than 7 times the amount in 2009, by March 2020 [5], [6]. Because of these indicators, regulators, such as BDDK, define rules on loans to prevent the increase in NPLs. According to the ratio of NPLs over total loans, banks pay fines. Furthermore, banks have to block a specific ratio of their assets, and this ratio increases by the NPLs ratio of the institution. Namely, NPLs not only decrease the banks' profit but also restrict their future moves and investments.

Today, all data stored in the banks’ it infrastructure is a perfect example of big data source. Over the last two years, 14 trillion daily financial transactions have been processed for global payments [7]. The extensive use of banking services has concentrated on the non-performing loans management for developing methods desiring to decrease financial risks.

In the light of this big data source and banking services’ targets, we suggest a comparative study of some non-performing loan prediction algorithms, the most preferred machine learning algorithms in the literature, to predict if a customer loan will be continue to be paid in a healthy way or not for the next months. For this purpose, we studied the algorithms on the data provided by a private bank in Turkey. The performance of trained models are evaluated based on

Fig. 1. Situation of non-performing loans in Turkey (2014–2019).
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traditional machine learning success metrics i.e. Specificity, AUC, F1 Score, Precision and Recall. In addition, Imbalance Accuracy Metric (IAM) is also investigated to gain insight about the the predictors. Imbalance Accuracy Metric (IAM) is developed for multi-class imbalance datasets [8]. The most promising approaches, also in terms of the explainability of the adopted models using different explainable Artificial Intelligence (XAI) techniques.

The paper is organized as follows. Section II analyzes machine learning algorithms about non-performing loans prediction. Section III is about our methodology for non-performing loan prediction. In Section IV, the evaluation of the results and explanation results has been given. Section V includes the obtained results and suggestions for future study areas.

II. RELATED WORKS

Predicting credit loans before they become non-performing is important for banks since the consequences are excruciating unless provisions are made. Many banks have credit risk management departments to perform NPL prediction. Traditional approaches to predicting bank loan delinquency mainly use financial probabilistic models, for example the credit scorecards, which utilize a shallow linear regression or classification model with the borrower’s financial information. Statistical software tools, such as SAS, SPSS, and pre-defined financial rules may help analysts in this stage.

However, traditional approaches put human in the center and the credit risk managers manually perform the credit risk assessment procedure. Managing NPLs is extremely time consuming, because of the paper-intensive works. Moreover, expertise in the field is crucial, as the process are highly depend on the human decisions. This makes the system vulnerable to human mistakes and increases the cost because of the necessity of expertise.

Because of the data availability and computation power with the advanced technology, many researches have been conducted on the widespread issues of banking activities since NPL prediction is very important for banks to survive. In literature, the problem is mainly studied under different disciplines; NPL prediction, default prediction or credit risk assessment.

In 1960s, data analytics was used for bankruptcy prediction. Seminal univariate analysis of Beaver [9] and multiple discriminant analysis work of Altman [10] has initiated the usage of statistics and data analytics for prediction in finance. After the studies of Beaver [9] and Altman [10], it can be observed that there was a more focus for analysis of financial credit risk. In 1970s, methods such as ordinary least squares [11], discriminant analysis [12], and logistic regression [13] were deployed for prediction. In 1980s, factor analysis [14], logit analysis [15], and other similar techniques were introduced to the area of credit default risk. In 1990s, Altman [16] introduced the original Z-score method being extended to private firms. This study examined the applicability of the same machine learning algorithm to several areas, namely in finance.

In the last years, traditional approaches have been replaced by machine learning algorithms; because, it is hard to build up a model for non performing loans prediction because of the curse-of-dimensionality and class-imbalance problems. Machine learning algorithms are also able to extract nonlinear relations on the datasets.

Bahnsen et al. [17] found that when several characteristic features have complex nonlinear relationships, traditional algorithms such as logistic regression are not as effective as before. Zhang [18] proposed a standard early warning risk model and BP neural network algorithm: They trained the sample data with BP Neural Network to evaluate the predetermined risk as a personal loan indicator. Ribeiro et al. [19] recommended to use SVM+ to improve the default risk model. They stated that, the use of SVM+ further improves versatility. Feki et al. [20] suggested a discrimination technique for finance sector based on non-performing loan indicators. It was studied with different kernels of SVM and Gaussian Naive Bayes algorithm. In addition, the strategies for variable selection were also suggested. Wang et al. [21] additionally observed that the tree based algorithms have the benefits of adaptability and robust interpretability in explaining the motives for credit scoring. Also, we studied on NPL prediction earlier and got remarkable results [22]. However, that study did not cover the explainability of the models.

Today, besides the applied machine learning techniques, the focus is also on the explainable artificial intelligence models, which means that the results of these models should be easily understood by the experts in risk monitoring division of the financial institutions. Explainability in banking regulations is one of the biggest concerns for complex high precision models. The regulations strictly forbid to deploy models which are not explainable even if they are highly robust. Machine learning interpretability is a newly emerged field, and the related studies in the banking sector is recent. In a recent study by Bussman et al. [23], the credit risk scores for medium enterprises are predicted and explainable AI outputs are examined. XGBoost has been used for the prediction model, and Shapley values and SHAP framework are used for explainability. In the paper, four companies’ shapley values to feature importance plots are given where the two of them are default and the others are not. Another study, similar to the previous one, has been conducted by Misheva et al. [24], the credit risk scoring prediction has been applied using the Lending Club data from Kaggle; LIME and SHAP methods are examined for explainability. In the modelling part, Logistic Regression, XGBoost, Random Forest, Support Vector Machine and Neural Network models have been deployed. LIME has been preferred for local explanations and SHAP has been used for global explanations. They have implemented special frameworks of SHAP such as Kernel Explainer, Tree Explainer, Deep Explainer to compare the feature importance results. They found out LIME and SHAP has established consistent explanations in financial area.

In this study, we suggested a benchmark of different machine learning algorithms from the literature and gradient boosting algorithms such as XGBoost and LightGBM to deal with non-performing loans prediction for MEs (medium enterprises) on the data set obtaining from a private bank in Turkey. Addition to these different machine learning algorithms, we also studied on LSTM deep learning
algorithm. Our analysis aims to increase F1 score and reduce false positives to decrease the misclassification costs. Moreover, to understand why the models give that prediction result we also focused on the explainability and interpretability of the selected models through the XAI tools.

III. METHODOLOGY

We studied the algorithms on data provided by private bank in Turkey. We focused customers' historical data such as: customer payment behavior history, balance sheets, previous credit card payments, risk and limit amounts of customers in other banks from consumer reporting agency, business sector of the customer and so on. Specifically: (i) we first performed analysis to specify non-informative features to exclude from our analysis by computing the missing values; (ii) after, we studied on features' correlation for dropping out additional non-informative features; (iii) we replaced the remaining missings of relevant features with the column-based computed average values. (iv) finally, we applied normalization for risk and limit amounts reported by consumer reporting agency.

To handle time series data in a classification model, we enlarged features of corresponding instance by adding historical values for 6 months period in columns with T and depth postfix. For example, customer business card limit t1 values refers to the business card limit values of a month before for the customer. The other step performs the non performing loans prediction with respect to a given customer that is affected by the imbalance data set problem, which is characteristic of the non performing loans, because of the large number of customer loans continue to be paid in a healthy way. The ratio of customers with Healthy status, Late status and NPL status in the dataset are 96 percent, 3 percent and 1 percent respectively. While working on LSTM algorithm, we added historical features of the corresponding instance as dimensions instead of columns.

In addition, we created 3 categorical variables with the payment status of customers in the next 3 or 6 months, which is the target variable of the algorithms. As seen in Table I, these are: customers who continue their payments with delinquency lower than 15 days, customers who have a delay of 15 to 90 days in their payments, and customers who have a delay of 91 days or more in their payment, that is, those who are in NPL status.

After applying the preprocessing techniques on the raw data, we compared the performance of the logistic regression, random forest, support vector machines, bagging classifier and gradient boosting algorithms (XGBoost tree algorithm [25] and LightGBM tree algorithm [26]) and LSTM. Table II shows the machine learning algorithms and performance metrics for the evaluation. According to literature, these algorithms are the most preferred ones on tabular data for the problem of non performing loan prediction. Addition to these machine learning algorithms, we also worked on the LSTM deep learning algorithm; because the data set we are working on has time series characteristics and LSTM algorithm gives good results on time series data prediction [27]. Lastly, we focused on obtaining human understandable reasons from the trained models with XAI frameworks, namely, SHAP and LIME.

<table>
<thead>
<tr>
<th>TABLE I: DATASET CHARACTERIZATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label</td>
</tr>
<tr>
<td>Current</td>
</tr>
<tr>
<td>Late [15 – 90 days]</td>
</tr>
<tr>
<td>NPL [91+ days]</td>
</tr>
<tr>
<td><strong>Total</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II: CLASSIFIER METHODS AND PERFORMANCE METRICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models</td>
</tr>
<tr>
<td>Logistic Regression</td>
</tr>
<tr>
<td>Random Forest Classifiers</td>
</tr>
<tr>
<td>Support Vector Machines</td>
</tr>
<tr>
<td>Bagging Classifier</td>
</tr>
<tr>
<td>LGBM</td>
</tr>
<tr>
<td>XGBoost</td>
</tr>
<tr>
<td>LSTM</td>
</tr>
</tbody>
</table>

After training the algorithms, we studied on the comparison of several XAI tools for explaining the obtained model results. In particular, we compared two different XAI
tools: SHAP and LIME. Both of these methods clarify the inner workings of black box models, which explains the reason for the prediction [28], [29]. Explanation and interpretability is indispensable in financial applications, it is needed to make sure that the resulting machine learning algorithm is able to capture financially correct heuristics from the training data.

To sum up, stages of the our machine learning project pipeline is shown in Fig. 1 namely, collecting data, preprocessing, modeling, evaluation, and reasoning of the trained models in a human understandable manner.

IV. EXPERIMENTAL RESULTS AND EVALUATIONS

The aim of the evaluation is compare the different algorithms using different class weight strategies based on different evaluation metrics

For the proposed analysis, we have chosen a dataset provided by a private bank in Turkey, which includes credit portfolios of customers provided by the bank between 2017 and 2020, and consists of 181,567 samples and 705 features. We consider loan status as the target class of our study, and its values are listed in the Table 1. We divided the dataset into train, validation and test datasets with a ratio of 70:15:15 sequentially.

A. Evaluation Metrics

In non-performing loan prediction problems, several metrics can be identified to measure the performance of the models. Just using accuracy as a metric may not be a good choice for these types of problems [30]; as we cannot measure the loss which are caused by different type of errors, i.e. false negative and false positives. It is preferred to use these metrics such as Specificity, Precision, Recall, F1 Score in order to better understand the model results for this problem. Moreover, we used imbalance accuracy metric (IAM) for model evaluation. IAM can be considered as a newly defined metric compared to other metrics. This metric aims to eliminate the use of multiple metrics [8]. If the IAM value is less than 0, it shows that the model performance is bad, and if it is greater than 0, it shows that the model has a good fit on the dataset.

In addition to these metrics, the Area Under Curve metric defines the area under ROC curve, that shows the trade-off between the true positives and false positives for a model.

\[
\text{Specificity} = \frac{\text{TrueNegative}}{\text{TrueNegative}+\text{FalsePositive}} \tag{1}
\]

\[
\text{Precision} = \frac{\text{TruePositive}}{\text{TruePositive}+\text{FalsePositive}} \tag{2}
\]

\[
\text{Recall} = \frac{\text{TruePositive}}{\text{TruePositive}+\text{FalseNegative}} \tag{3}
\]

\[
\text{F1 Score} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}} \tag{4}
\]

\[
\text{IAM} = \frac{1}{k} \sum_{i=1}^{k} c_{ij} = \max \left( \sum_{j=1}^{k} c_{ij}, \sum_{i=1}^{k} c_{ij} \right) \tag{5}
\]

The formulations of the metrics mentioned above are given in (1), (2), (3), (4) and (5). \(c_{ij}\) are the elements of the \(k \times k\) confusion matrix where \(i,j=1,2,\ldots,k\) for a \(k\)-class dataset in eq. (5).

B. Experimental Results

We evaluated the performance of the algorithms based on the different parameters. Particularly, we have studied on six classification models (Logistic Regression, Random Forest, Support Vector Machines, Bagging Classifier, LightGBM and XGBoost) and LSTM which is one of the most preferred deep learning algorithm for time series problem. We used grid search to iterate the machine learning algorithms over a set of hyperparameters to determine the best set of hyperparameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Total Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Regression</td>
<td>penalty: ‘l2’, solver: ‘lbfgs’</td>
</tr>
<tr>
<td>Random Forest</td>
<td>n_estimators: 15, max_depth: 20</td>
</tr>
<tr>
<td>SVM</td>
<td>C: 1.0, kernel: ‘rbf’</td>
</tr>
<tr>
<td>Bagging</td>
<td>n_estimators: 10</td>
</tr>
<tr>
<td>LightGBM</td>
<td>obj: ‘multiclass’, metric: ‘multilogloss’</td>
</tr>
<tr>
<td>LSTM</td>
<td></td>
</tr>
</tbody>
</table>

All the information related to the model performance metrics and hyperparameter space on the test dataset is listed in Table III. We also compared the results with study [31] which also studies NPL detection problem. We also studied on the Bagging Classifier model, which is indicated as the best method in [30], to the data set. According to metrics results in Table IV, LightGBM emerged as the best method among all methods.

Besides, we evaluated the results in the business perspective as well. The confusion matrix is given in Table 5. Here, 1,347 NPL and 3,223 cases with Late status predicted correctly. Moreover, 194 cases with Late status predicted as NPL whereas 355 NPL cases predicted as Late status. Although these predictions are categorized as misclassified instances in the confusion matrix, it can be evaluated as early warning signals from the business perspective; because it gives us that the customer will have delinquency in payments even if it can not predict the magnitude of this delinquency correctly.

<table>
<thead>
<tr>
<th>Model</th>
<th>Specificity</th>
<th>Precision</th>
<th>Recall</th>
<th>IAM</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.79</td>
<td>0.37</td>
<td>0.53</td>
<td>-0.59</td>
<td>0.38</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.91</td>
<td>0.75</td>
<td>0.74</td>
<td>0.45</td>
<td>0.74</td>
</tr>
<tr>
<td>SVM</td>
<td>0.81</td>
<td>0.70</td>
<td>0.71</td>
<td>-0.37</td>
<td>0.71</td>
</tr>
<tr>
<td>Bagging</td>
<td>0.88</td>
<td>0.85</td>
<td>0.72</td>
<td>0.48</td>
<td>0.77</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.90</td>
<td>0.87</td>
<td>0.77</td>
<td>0.60</td>
<td>0.82</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.89</td>
<td>0.71</td>
<td>0.79</td>
<td>0.43</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Furthermore, 538 Healthy cases predicted as unhealthy but this will not cause any business loss. Finally, 2,068 Late and 34 NPL cases predicted as Healthy. The misclassified 2,068 Late cases has a right-skewed distribution. In other words,
they are very close to the upper boundary of Healthy cases. It will not cause any business loss because Late target is considered for just early alerts. Herein, 34 cases causes business loss but that’s just 2 of 10,000 cases.

<table>
<thead>
<tr>
<th></th>
<th>Healthy</th>
<th>Late</th>
<th>NPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>173.808</td>
<td>531</td>
<td>7</td>
</tr>
<tr>
<td>Late</td>
<td>2.068</td>
<td>3.223</td>
<td>194</td>
</tr>
<tr>
<td>NPL</td>
<td>34</td>
<td>355</td>
<td>1,347</td>
</tr>
</tbody>
</table>

In addition to the success metrics results in Table V, the ROC curve and AUC scores of the models were also examined in Fig. 3. Late and NPL status (label 1 and label 2) were gathered under a single target variable and each target variable was converted to the binary class label. From the Fig. 3 it can be observed that, Random Forest Classifier model has the highest AUC score for binary classification.

However, for this problem, the target with three classes is more convenient to meet business needs. So, the algorithm of LightGBM model, which gives the best results with three target labels, were used as the input for the XAI frameworks.

C. Explanation Results

Decision makers of business teams tend to build logistic regression models. This habit comes from some regulations in the banking industry. No matter how accurate a model is, black box models are not allowed to be deployed in the production. Logistic regression models are highly explainable but they are not as strong as non-linear models such as deep neural networks, or gradient boosting. On the other hand, non-linear models are almost black boxes and they almost offer no explainability.

Feature importance is an important tool to explain built models. In generalized linear models such as linear regression or logistic regression, feature importance values are related to the coefficients of features in the regression equation. This explains what happens to output if the value of a feature changes one unit when others become same. Similarly, feature importance could be extracted from decision trees with the decision metric (e.g. entropy or gini) by multiplying number of instances on each branch. Besides, decisions of built trees can be read and understood by human clearly.

Nowadays, we have the state of the art XAI frameworks such as SHAP or LIME. We can now explain fully black box algorithms. LIME explains single predictions with human readable if-else statements similar to single decision trees whereas SHAP can analyze the importance of the each feature in terms of probability contribution of being which target class. By using these tools, the black box structure of the models is eliminated. Thus, a more efficient study is made in which the model results can be evaluated with their reasons.

We have 3 distinct classes in the target label: Healthy (0, 14 days), Late (15, 90 days) and NPL (91+ days) based on the past due days in the next 3 months. Previous payment patterns seem to be the most dominant feature among all classes. Having a few past due days becomes an important indicator to predict non performing loans for the short and mid-term delinquency estimations. Similarly cash debt and non-cash debt appear in the list as well. Payment debt ratio and debt limit ratio of the business cards in the customer portfolios of the dataset come after payment patterns.

Demographic information such as customer activeness tenure and digital banking customer tenure are also significant features. Interestingly, loan payments tend to go to NPL after the first COVID-19 case (2020 March). What’s more, RISK104 states restructured loans and RISK105 states non-cash loans. A bank sends information to the central bank about its customers with sent key whereas it receives information from the other banks with received key. In other
words, features with received key states intelligence about a customer in other banks. From the feature importance analysis, it can be observed that the higher the commission and re-discount amounts, the more probable to the customer portfolio will have a delinquency in the short and mid-term. Furthermore, credit class code 101 states a customer is in watch list because of some negative intelligence in the subsidiary companies such as factoring or leasing.

Also, non-performing loans prediction is one of the most challenging problems in finance sector. While using traditional techniques of machine learning, class imbalance and curse-of-dimensionality problems are encountered.

The aim of this study is to make a comparison for machine learning algorithms to predict the credit default prediction of that can also handle imbalanced data sets. According to the performance metrics (i.e. Precision, Recall, F1 Score, Imbalance Accuracy (IAM), Specificity), LightGBM gave the best results among the logistic regression, support vector machines, random forest classifier, bagging classifier, XGBoost and LSTM for the dataset. Due to the lack of algorithmic transparency for the wider adoption of AI-based solutions in credit default prediction, we also studied on explainable AI tools for the model that gave the best results.

Further works will be explored to study with different sampling methods on these benchmarked algorithms that in some scenarios could show better results.
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![Fig. 5. Feature Importance of LightGBM Model with SHAP.](image-url)

Even though, we can read the decisions of single trees clearly, this is not an easy task for gradient boosted trees. Because there are many trees. For example, 2160 trees were built in our experiment. Here, LIME can extract decision rules similar to single decision trees. In this way, we can read and understand how a single prediction was made. Its final form looks like if-else statements of single decision trees. For example, Fig. 4 shows an explanation of a true positive prediction with LIME. For example, Also Fig. 5 shows the feature importance of the model with SHAP. That customer is in Healthy condition when prediction is made but the model predicts that it will be NPL in 3 months with 0.95 score. The most dominant features shown in Fig. 4 explain why it is assigned as NPL class. Negative intelligence with 18 code states that it has a dud cheque. It directly causes the customer portfolio to have a delinquency with 90 days or more. Supportively, it has a cheque ban and this causes it to NPL as well. Commission amount of restructured loans increase the probability of being NPL status. Even though, some of those features don’t appear in the most important feature tables, they are crucial for this local prediction. This shows the significance of local explainability in machine learning pipelines. Moreover, SHAP feature importance results of the all models were also examined by experts in risk monitoring division. According to the examination, when experts looked at top features list, they stated that the most important features of LightGBM (clients historical payment behaviors, business cards payments and risks, types of loan products, customer tenures etc.) are also more meaningful in terms of financial and business.

**V. CONCLUSION**

Non-performing loans have a negative impact on the banking sector and, accordingly, macroeconomic balances.
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